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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS-2


POLAR Spacecraft Status As of: Tues, 3 Oct 06, 16:00 EST

(changes from last week in bold border)

	Subsystem/

Component
	NOAA-12D

AM  16:59=AN

STIP data only
	NOAA-14J

AM:  21:10=AN

Major anomaly

28 Sept 14:47z
	NOAA-15K

AM: 17:49=AN

GAC data only
	NOAA-16L

PM:  15:04=AN

GAC&LAC data
	NOAA-17M

AM:   22:23=AN

GAC&LAC data
	NOAA-18N
PM  13:49=AN

GAC & LAC data

	LAUNCHED 
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  
	5/20/05 

	CNTL OBP
	OBP2

Recursive SCT
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2


	OBP2



	BUS
	B-BUS

XSU-1
	A-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1: TOAR444
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	Nominal Mode

Autonomous swap to YGC 30 Aug, commanded back to nominal 31 Aug

RGmode=Monitor
Gyro chans=XYZ
	GYE Mode
Hydrazine thruster firings caused tumble about X-axis 28 Sept 14:47z

S-wheel swapped in for X-wheel 

Gas enable restored earth lock. Plan switch back to YGC and X-wheel 4 Oct 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/26/00 Gyro chans=AAB 


	RGYRO Mode

Estimate Y-ROLL

Rgmode=PASSIVE

Gyros-1 & 3 Inop/Off

Gyro chans XA-ZB 

Gyro2 safe macro
	Nominal Mode

Rgmode=Monitor
Gyro-3 Off 6/10/04
Gyro chans=AAB GAS Enabled Dec 05


	Nominal Mode

Gyro-A   MIMU-2

Z-wheel -Pitch 

TOAR 447



	RXO


	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS 
	PRI
daily bias -8 mS

-500 mS  12/31/05
	PRI

Daily Bias –5.5 mS

-1500 mS  31Dec05 
	PRI

Daily Bias –3 mS

-1500 mS  31Dec05
	PRI

No daily bias

-1500 mS  31Dec05

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	External Synch

Rephase Enabled
	External Synch

Rephase each orbit
	External Synch Rephase 0730 daily
	External Sync

Rephase each orbit
	External Sync

Rephase Enabled
	External Synch

Rephase Enabled

	TIP SIDE
	1
	  2   

Since 19 Jul 06  
	2 

(since 4/3/03)
 3 channels inop
	2 

(drifting?)

since 4/18/05
	2
Swapped 9/20/06
	1

Analog telem drifting

	Recorders

(DTR, SSR)
	DTRs 3A, 4, 5B 

Safestate 5B

4b low pressure
	DTRs 1, 2B, 5 Safestate- 1B
	DTRs 1, 2, 3, 4 Safestate 1B EOT
	DTRs 1, 2, 3, 4A

Safestate 3A

4B STIP only
	DTR 1,3,4 / SSR 2

Safestate=SSR 2B

4A Pressure leak
	SSRs 1,2,3,4,5

Safestate=5B

Current spikes  

	VTX

(APT data)
	#1 ON

137.50 MHZ

Conflict with N15
	OFF (nominal)
Since 8/2/05 
	#1 ON

137.50 MHZ

Turnoff  planned 

7 Oct 04:00z
	OFF / INOP

since 11/15/00
	#2 ON

137.62 MHZ
	#2 ON

137.9125 MHZ

Investigating output power instability

	BTX


	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#2 
137.77 MHZ
	#2

137.77 MHZ 
	#1
137.35 MHZ

	STX

1 = rcp  1698.0 mhz 

2 = lcp 1702.5 mhz

3= rcp  1707.0 mhz

4= rcp  2247.5 mhz
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	2-Omni HRPT

2 Omni=rcp

Power  TOAR 446

4-Playback

1,2,3-Degraded
	2 – HRPT

1– Playback 

4 – Playback

& MCM usage

3 low power unused
	3 – HRPT    

TOAR424 low power

2 & 4 Playback
1-Standby 

STX-1  Power drop
	1 - HRPT
3  - Playback

2-Playback

4-Test & Standby

	POWER

(Array offset and CANT angle, charge & V/T rates, eclipse states and sun angle) 


	ArrayOff +60
since 8/31/06

Full Sun 

Sun Angle 13 trend down to 9 in Oct 

Batts 1&2=LRC

Batt 1&2 V/T=4 

Shunt degraded

SA CANT=37 degs

PSSS trigger =18.5
	Array Off -50

Since 22Nov05

SAD switched 28 Sept 14:47:20z

Batt U/Volt event 28 Sept 18:51z

Bus overvolt event 30 Sep 05:51

Degraded shunts

SA CANT=22 degs

PSS Macro loaded
	Array Off  -45

Since 1/25/01

Full Sun 
Sun Angle 12

downtrend to 5 in mid-Oct

Batts 1-3= LRC

V/T=7/9

SA CANT=37 degs
	Array  Off -40

Since 7/16/02 

Eclipse all year

Sun Angle 37
Down trend  to 33 in late Oct

Batts 1-3= LRC

V/T=4/8

SA CANT=22 degs
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 67
 Steady trend

Batts 1-3= LRC
V/T= 4/8 

SA CANT=37 degs
	Array Off. -40

Since 6/6/05

Eclipse all year

Sun Angle 64 downtrend to 60 on 1 Nov 06 

Batts 1-3=LRC

Batts 1-3 V/T=4/8

SA CANT=22

BVR Phase Control auton swap 3/29/06 

	AVHRR
	Nominal


	Nominal

Autonomous T/off 28 Sept 17:07z

Commanded back on 30 Sept 13:47z
	Nominal

Channel 3B only

Recent minor scan motor instabilities
	Nominal

since mid Oct 05
TCE24 OFF 4/14/04

Channel 3B only


	Nominal
3A-B switch enabled

Previous scan motor current mini surges
	Nominal

Channel 3B only

Scan motor current drop 29 Aug 06 



	AMSU-A1


	
	
	Operational

Ch14 inoperative

Ch11 inoperative


	Operational
Primary PLLO chans 9-14  bias shift.

Backup PLLO inop.

Channel 9-14 noise
	OFF/INOP

Since 10/30/03

Survival heat on.  
	Nominal

Full Scan mode



	AMSU-A2
	
	
	Nominal
	Nominal
	Nominal
	Nominal

	AMSU-B
	
	
	Operational

Bias in All Chans.  

Degraded Chan-3 
	Operational 

Space Position-3

Chan-8 degradation
	Nominal


	Replaced by MHS

	HIRS
	ON/Inop

Turned On 4/30/05 

for power balance
Filter Wheel OFF  
	NOMINAL

Autonomous turnoff 28 Sept 17:07z

Commanded back on 30 Sept 13:47z
	NOMINAL

FW Abrupt return to nominal  7/12/05

After years of minor and major current surges

FW mode=Hi Powr
	NOMINAL

New all time high filter motor current reached 9/17/06.

Imagery occasionally exhibits high levels of radiometric noise 


	NOMINAL

1 Pixel cross track misalignment.
	Operational 
Lens stabilization test #2 completed 28 Sep.  Filter Heat OFF.  Resume normal scan

LW channel 1-12 noise TOAR 448 Loose LWIR lens.

  LW imagery erratic.

	MHS/MIU
	
	
	
	
	 
	Nominal



	MSU
	OFF/Inop
Turned off for power balance

6/23/05
	Operational

Autonomous turnoff 28 Sept 17:07z

Commanded back on 30 Sept 13:47z
	
	
	
	

	SSU
	
	OFF/On Nominal

Turned off 5 May for power balance

Commanded back  on 30 Sept
	
	
	
	

	DCS

RFI investigation
	Nominal
	Nominal

Autonomous turnoff 28 Sept 17:07z

Autonomous turnon on 30 Sept 07:32z

	Nominal


	Nominal

Pseudo message turned on 1/5/06
	Nominal


	Nominal

DRU’s 1-7 On

DRU8 inop/off 

	SARR
	
	Nominal

Autonomous turnoff 28 Sept 17:07z

Commanded back on 29 Sept 03:40
	Operational

A-Side, AGC Mode

Intermittent failures for 243MHz  A&B 
	Operational

Mode =AA 

A-side, AGC Mode

(B-side in FG mode)

243 MHz = INOP.
	Nominal

A-side

All AGC Mode 
	Nominal

A-Side

All AGC Mode 

 Since 15 Aug 05

	SARP
	
	OFF

Power Failure
	Nominal

RCVR B/W = 2
	Nominal

RCVR B/W = 2 
	Nominal
	Nominal

A-side  23 May05

	SEM
	ON/Nominal

Autonomous reset

8 Jun, back to nominal 10 June

Turned on 8/30/04 

Elec-CH-HVPS=4

Prot-CH-HVPS=0

TED level=3 
	OFF 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Tscopes inop

Autonomous turnoff 28 Sept 18:33z.  Plan turnon 3 Oct 1800z  
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	Nominal 

E-CDEM-HVPS=6

P-CDEM-HVPS=5

27 Jun 15:30z


	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=4

27 June 16:00z
	Nominal

Elec-CH-HVPS=1

27 June 17:00z

Prot-CH-HVPS=0



	SBUV
	
	Degraded

Grate  motor sticks 

Flex memory 3 (giant step) ops suspended 12/2/03

Autonomous T/off  28 Sept 16:45z.  Commanded back on 30 Sept 13:47z
	
	Operational
Degraded Ozone data 

Backup Diffuser inop

Primary Diffuser deployment problem TOAR 426 

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	Nominal

Anode Mode 

Plan sweep mode 

Standard Ops

TOAR 463 sun glint 

IBSL test performed 12 Sept
	Nominal

Anode mode 

since 6 July 13:30z

Electronics turnoff taken out of STESM safestate table

TOAR 462 sun glint

	SADPOS 


	
	
	N/A
	ON 

Enabled MFactor50%

Timer = 12 mins 
	ON

ENABLED

Timer = 12mins 
	ON

Enabled

Timer =12 mins

	THERMAL

Heaters, louvers

TCE’s
	Nominal

TCE’s back to nominal configuration following 7/25/04 UVtrip.  
	Nominal

Power survival safestate macro

Implemented 28 Sept.  Most TCE’s off.  All TCE’s re-enabled 30 Sept 15:30z 
	TCE26 & 15H 

Telem invalid 

TOAR 432 

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Spacecraft thermal in downtrend
	Nominal

TCE24 OFF 4/14/05

 (AVHRR H&L)

HIRS Filter heater turned OFF 1/18/05
	TCE3H Batt 2A heater failed ON, turned off 8/26/03  

AMSU-A1 survival heaters on 10/29/03 
	All TCE’s active

HIRS filter heater turned OFF 9/28/06

TCE3H displaying invalid readings

TOAR 458

submitted

	
	N12
	N14
	N15
	N16
	N17
	N18


COMMENTS/CHANGES:

NOAA-12:
No changes since last weeks report.  Spacecraft is operating in nominal attitude mode with nominal power balance.

NOAA-14:
The N14 spacecraft experienced a major anomaly on 28 Sept at that started at 14:46:45z.  This Weekly Report is primarily dedicated to that event.  At that time, the REA #2 inlet and loop temperatures instantly increased by almost 10 degrees C which was immediately followed by a saturation in the spacecraft body rates and large (140 degree) SAD error.   At 14:47:20 the spacecraft performed an autonomous SAD switch to #2, and 20 seconds later it switched the spacecraft bus to A.  At 15:04:35 the spacecraft autonomously switched the IMU logic board and at 15:05:00 it swapped out the X (yaw) orthogonal reaction wheel for the Skew wheel.  At 15:16:40 the CPU (there is only one on N14) went to NOT OK at 16:40 battery voltages fell below the undervoltage safing macro trigger of 18.4 and all payloads and most TCE’s were powered off.  Finally, at 18:51:08 the mode controller autonomously switched to the backup.  All of these problems were detected at 20:45z on the first pass that followed the onset of this anomaly.  EMOSS engineers immediately responded to the alarms and determined that the spacecraft was tumbling primarily along the X (yaw) axis.  On the next pass at 22:28:36 the engineers implemented a nitrogen gas-on operation in the hope of unloading momentum and ending the tumble with the little nitrogen gas remaining on N14.  By the end of the support, the spacecraft faded in search mode.  At the next support on 29 Sept at 00:05z, the spacecraft remained in search mode indicating that earth lock had not yet been attained and the tumble was continuing.  Meanwhile, a significant percentage of the remaining nitrogen gas had been depleted by this time.  An hour and a half later at 01:30z the spacecraft came up in YGC mode indicating that earth lock was achieved and the tumble had ceased (with basically all remaining nitrogen gas expended).  At the next pass an hour later battery-3 was commanded to trickle charge because of excessively warm (18+ degs C for 3B) temperature.  The next contact was at 03:08z during which the spacecraft was commanded to Reduced Gyro passive mode where, because of continued excessive yaw errors (exceeding the trigger of 7 degrees) the spacecraft went into GYE.  At this same pass the SARR was turned back on to provide a power load on the bus and gas unloading was disabled.  Two hours later on a pass at 05:00, attempts to force the attitude mode to YGC were unsuccessful indicating that the spacecraft was “locked” in GYE.  (A later explanation from Rochelle Abrams confirmed that this was how the system was supposed to work.)  

The spacecraft remained in this configuration until 30 Sept when a surge in bus voltage (to nearly 31 volts) resulted in the boost voltage regulator being swapped (and SADBIAS being activated).  At 07:31z another bus voltage surge occurred triggering the EMOSS developed overvoltage power safing macro to autonomously turn on the DCS payload to increase spacecraft power consumption (and reduce shunt loading).  These problems were detected by the Polar AET’s during a pass at 09:30 and EMOSS engineers Carl Gliniak and Jim Walters was called in to resolve the problem.  This resolution was done by turning on all remaining payloads except the SEM and powering all the TCE’s back on.   

On 3 Oct N14 recovery operations continued (although attitude remained significantly degraded to include impacting direct readout users of the AVHRR).  At 18:00z the SEM was powered back on by EMOSS engineer Jim Walters and at 19:40z EMOSS POC Jon Woodward restored the PMS trigger word to FFFE, cleared PMS Status word and restored the CPU2 OK status thereby re-enabling some of the lost redundancy to the spacecraft.  Additional operations are planned for 4 Oct including commanding back to YGC mode at 14:30z and switching back to the X-orthogonal reaction wheel at 17:45z while plans to further restore redundancy will occur on 5 Oct when the bus will be switched back to the B side and bus switching will be reenabled (time TBD).  Finally, after analysis is completed as to the extent (if any) of solar array damage that ensued during this anomaly, the SAD will be switched back NET next week.  Plans to return back to Nominal attitude control mode have yet to be determined.

Although it is not yet certain what transpired to cause the major problems that started on 28 Sept at 14:47, a scenario proposed by EMOSS engineers (originally Milt Phenniger with additional contributions from Jon Woodward, Jim Shepherd and Carl Gliniak) is as follows:  At 14:46:45 residual hydrazine left in the lines since launch (there has been no hydrazine pressure in the tanks since launch) through a combination of environmental heating and cooling and thruster component degradation fired out of thruster line #2 directly into the back of the solar array causing the array to spin 140 degrees.  With the array far off of its commanded status the spacecraft assumed the Array Drive Electronics (ADE) were bad and so switched to the backup ADE.  The array remained far off commanded values so, with the backup ADE already implemented and the error still unresolved, the spacecraft switched bus’s and, since ample time had passed for the array to stop spinning the SAD problem was thus “resolved”.  (Additional mechanical and electrical production damage may have resulted from this problem but has not yet been isolated.)   Simultaneously, the force of the thruster firings caused the spacecraft to go into a tumble, primarily about the X-yaw axis which saturated the X-Reaction Wheel, which then failed a passive wheel test and so the Skew wheel was swapped in, the IMU logic board switched and the CPU went NOT OK.  As the tumble continued, the array would frequently be pointed away from the sun which then caused the batteries to drain down to the safestate macro trigger levels which then proceeded to do a load shed of all payloads and TCE’s (AVHRR scan motor remained on) before toggling several critical TCE’s.  With most loads now turned off, the spacecraft shunts had to dissipate all excess power being generated when the array would pass across the sun plane.  The shunts were unable to handle this load (they have been severely degraded for several years) and so the power was forced into the bus which exceeded the trigger (Bus Voltage > 29) point and switched mode controllers.  Two hours later, the pass where all these problems occurred was taken.  All illustrations in this weeks report refer to the N14 incident.

N14 (cont) 

Now that the spacecraft appears to be on the road to recovery the primary concern for EMOSS engineers is the fact that without any nitrogen gas to unload excess momentum, if another occurrence of this type of anomaly should occur and result in another tumble, it may be difficult to impossible to recover from which would in turn greatly increase the 

difficulty of someday controlling the deactivation of the spacecraft.  This situation could then potentially result in another “NOAA-9 situation” whereby a transmitter from this “dead” satellite can occasionally come to life, power itself up and interfere with the RF downlink signal of other spacecraft.

This report only touched upon the myriad of details now coming to light from the significant analytical efforts of EMOSS engineers Milt Phenniger, Jon Woodward, Carl Gliniak and Jim Shepherd.  Details may be missing in this report but all accumulated knowledge will be contained in the event report now being prepared and planned for release within the next two weeks.

NOAA-15:
There were no changes to N15 during the past week as all payloads, power and attitude control subsystems performed 

nominally while in the middle of a strong thermal downtrend that will last until mid October.  Because of RF conflicts with N12, VTX-1 (APT data) will be turned off on 7 Oct at 04:00z  

NOAA-16:
Other than a slight improvement in AVHRR scan motor current there were no changes to N16 during the past week and 

all subsystems were performing equivalent to the week prior.

NOAA-17:
There was relatively no change in the performance of the N17 subsystems during the past week.  Current analysis now 

has to take into account the baseline change in many telemetry items caused by the TIP swap on 20 Sept. 

NOAA-18:
N18 was generally nominal and stable last week.  The HIRS lens stabilization test was completed on 28 Sept with the 

standard operational configuration being re-implemented at 13:00 (HIRS filter heater off, normal scan.)  No new tests are presently planned for the HIRS.


[image: image1]
Illustration 1:  NOAA-14 Thrusters vs. Attitude at the critical moment


[image: image2]
Illustration 2:  NOAA-14 Thruster Health Analysis on the critical day 


[image: image3]
Illustration 3:  NOAA-14 Solar Array Patch Current

Before during and after the critical moment 


[image: image4]
Illustration 4:  N14 Solar Array Patch Current

(One orbits worth during the tumble)

[image: image5]
Illustration 5:  N14 ADACS Health Analysis

(Before during and after the tumble)

[image: image6]
Illustration 6:  N14 ADACS Health Analysis
(cont)
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Illustration 7:  N14 ADACS Health Analysis
(cont)


[image: image8]
Illustration 8:  N14 EPS Analysis 

(before during and after tumble)


[image: image9]
Illustration 9:  N14 ADACS N2 Subsystem Analysis 

(N14 now out of gas)


[image: image10]
Illustration 10:  N14 Gyro Filtered Data (recent)

(Still much less precise than desired)


[image: image11]
Illustration 11:  N14 Attitude Errors

(Especially poor on the yaw axis.  Perhaps after going back to YGC mode on 4 Oct this will improve.)


[image: image12]
Illustration 12:  N14 RWheels

(S-wheel replaced X-wheel and is running at very high speeds.  Need to get back on the X-wheel soon.  Planned for 4 Oct)


[image: image13]
ILLUSTRATION 13:  N14 Battery Voltage
(Relatively nominal, now)


[image: image14]
Illustration 10:  N14 Bus Voltage Analysis

 (Bad shunts and unstable array situation leads to occasional spikes which triggers other problems. )
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[image: image20.png]350 N14 Array Patch Current 28 Sept 10:30 - 29 Sept 10:30z
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